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INTRODUCTION

In recent years, the efforts of many researchers were focused on the creation of efficient clustering algorithms to analyze large datasets (genetic data, multispectral images, Internet data, etc.) [1, 2]. The demand for such algorithms is continuously increasing due to the rapid progress in the creation of means and technologies of automated acquisition and storage of data, and due to the fast development of Internet technologies.

One of the most effective approaches to clustering large datasets is the so-called grid-based approach [3], which involves transition from clustering of individual objects to clustering of the elements of the grid structure (cells) formed in an attribute space. This approach assumes that all objects that fell in the same cell belong to the same cluster. Therefore, the formation of the grid structure is an important step in the algorithm.

According to the methods of constructing the grid structure, the clustering algorithms can conventionally be divided into two groups [4]: algorithms with an adaptive grid and with a fixed grid.

The algorithms with an adaptive grid analyze the data distribution in order to make the most accurate description of the boundaries of the clusters formed by the original objects [5]. In an adaptive grid, the grid (boundary) effect is reduced, but its construction, as a rule, involves significant computing costs.

Algorithms with a fixed grid have a high computing efficiency, but the clustering quality in most cases is low because of the grid effect, and the obtained results are unstable because they depend on the scale of the grid. In practice, this instability makes it difficult to configure the parameters of the algorithm.

To solve this problem, grid-based methods which use not one but several grids with a fixed pitch have been actively developed in recent years, [6–8]. The main difficulties of this approach are in the development of a method for combining the results obtained on different grids because the formed clusters are not always clearly comparable with each other. In [6] an algorithm is presented which performs clustering on a sequence of grids until a repetitive (stable) result is obtained. In the algorithms of [7, 8], two clustering operations are performed on grids of different sizes. The final result is formed by combining the overlapping clusters constructed on each of these grids.
In the present paper, to improve the quality and stability of solutions, we propose the clustering algorithm ECCA (Ensemble of Combined Clustering Algorithms) which uses an ensemble of algorithms with fixed uniform grids and in which the final collective solution is based on pairwise classification of the elements of the grid structure.

1. FORMULATION OF THE PROBLEM

Let the set of objects \( X \) being classified consist of vectors lying in the attribute space \( R^d \): \( X = \{ x_i = (x_{i1}, \ldots, x_{id}) \in R^d, i = 1, N \} \). The vectors \( x_i \) lie in a rectangular hyperparallelepiped \( \Omega = [l^1, r^1] \times \ldots \times [l^d, r^d] \), where \( l^j = \min x_{ij} \) and \( r^j = \max x_{ij} \). Under the grid structure we mean a partition of the attribute space by hyperplanes \( x^j = (r^j - l^j)i/m + l^j, i = 0, \ldots, m \) (\( m \) is the number of partitioned areas in each dimension). The minimum element of this structure is a cell (a closed rectangular hyperparallelepiped bounded by hyperplanes). Let us introduce a common numbering of the cells (sequentially from one layer of cells to another).

The cells \( B_i \) and \( B_j \) \((i \neq j)\) are adjacent if their intersection is not empty. The set of cells adjacent to \( B \) will be denoted as \( A_B \). By the density \( D_B \) of the cell \( B \) we mean the ratio \( D_B = N_B/V_B \), where \( N_B \) is the number of elements of the set \( X \) that fell in the cell \( B \); \( V_B \) is the volume of the cell \( B \). We assume that the cell \( B \) is non-empty if \( D_B \geq \tau \), where \( \tau \) is the magnitude of the specified threshold. All points of the set \( X \) that fell in the cells with a density less than \( \tau \) will be classified as noise. Let us denote the set of all non-empty cells as \( S \). The non-empty cell \( B_i \) is directly connected to the non-empty cell \( B_j \) \((B_i \rightarrow B_j)\) if \( B_j \) is the cell with the maximum number that satisfies the conditions \( B_j = \arg \max D_{B_k} \) and \( D_{B_j} \geq D_{B_i} \).

The non-empty cells \( B_i \) and \( B_j \) are directly connected \((B_i \sim B_j)\) if \( B_i \rightarrow B_j \) or \( B_j \rightarrow B_i \). The non-empty cells \( B_i \) and \( B_j \) are connected to each other \((B_i \sim B_j)\) if there exist \( k_1, \ldots, k_l \) such that \( k_1 = i, k_l = j \) and for all \( p = 1, \ldots, l - 1 \), we have \( B_{k_p} \sim B_{k_{p+1}} \).

The introduction of relationship of connectedness causes a natural partition of the nonempty cells into the connectedness components \( \{ G_i, i = 1, \ldots, S \} \). By the connectedness component we mean the maximum set of pairwise connected cells. The cell \( Y(G) \) satisfying the condition \( Y(G) = \arg \max_{B \in G} D_B \) will be called a representative of the connectedness component \( G \) [if several cells satisfy this condition, then \( Y(G) \) is selected from them randomly]. The connectedness components \( G' \) and \( G'' \) are adjacent if there exist adjacent cells \( B' \) and \( B'' \) such that \( B' \in G' \) and \( B'' \in G'' \). The adjacent connectedness components of \( G_i \) and \( G_j \) are connected \((G_i \sim G_j)\) if there exists a set of cells (path) \( P_{ij} = \{ Y_i = B_{k_1}, \ldots, B_{k_l}, \ldots, B_{k_l} = Y_j \} \) such that:

1) for all \( t = 1, \ldots, l - 1 \), the cell \( B_{k_t} \in G_i \cup G_j \) and \( B_{k_t} \) and \( B_{k_{t+1}} \) are adjacent cells;

2) \( \min_{B_{k_1} \in P_{ij}} D_{B_{k_1}}/\min(D_{B_{k_{l-1}}, D_{B_{k_l}}}) > T, T > 0 \) is the grouping threshold.

**Definition.** The maximum set of pairwise connected connectedness components will be called a cluster \( C \): 1) for all connectedness components \( G_i, G_j \in C \), the relation \( G_i \sim G_j \) holds; 2) for any \( G_i \in C, G_j \notin C \), the relation \( G_i \not\sim G_j \) holds.

In view of the foregoing, the clustering problem is to partition the set \( S \) into an ensemble of clusters \( \{ C_i, i = 1, \ldots, M \} \) such that \( S = \bigcup_{i=1}^{M} C_i \) and \( C_i \cap C_j = \emptyset \) for \( i \neq j \); the number of clusters \( M \) is not known beforehand.

Next, we describe an efficient method for solving this problem based on an ensemble approach.

2. DESCRIPTION OF THE METHOD

The proposed method is based on the CCA\((m, T, \tau)\) grid-based algorithm [9], where \( m \) is the number of partitions, \( T \) is the threshold of grouping of the connectedness components, and \( \tau \) is the noise threshold. This algorithm can be divided into three main steps.

1. Formation of the cell structure. In this step, for each point \( x_i \in X \), the cell containing it is determined, the densities \( D_B \) of all cells are calculated, and non-empty cells are identified.

2. Isolation of the connectedness components of \( G_1, \ldots, G_S \) and search for their representatives \( Y(G_1), \ldots, Y(G_S) \).
3. Formation of clusters $C_1, \ldots, C_M$ in accordance with the above definition based on the isolated connectedness components.

The CCA($m, T, \tau$) algorithm is computationally efficient in the attribute space of small dimension ($\leq 6$) [9], its complexity is $O(dN + dm^2)$, where $N$ is the number of classified objects, $d$ is the dimension of the attribute space.

However, the CCA belongs to the class of fixed-grid algorithms; therefore, the results of its work greatly depend on the parameter $m$ which determines the scale of the elements of the grid structure. In practice, this instability of results considerably complicates the configuration of parameters of the algorithm.

It is known [10–12] that the stability of solutions in clustering problems can be increased by the formation of an ensemble of algorithms and construction of a collective solution on its basis. This is done using the results obtained by different algorithms or the same algorithm with different values of parameters. In addition, various subsystems of variables can be applied to the formation of an ensemble. The ensemble approach is one of the most promising trends in cluster analysis [1].

In this paper, it is suggested that an ensemble is formed using the results of implementation of the CCA($m, T, \tau$) algorithm with different values of the parameter $m$ and the final collective solution is obtained by applying the method based on finding a consistent similarity matrix (or differences) of objects [13]. This method can be described as follows.

Suppose that using a certain clustering algorithm [$\mu = \mu(\Theta)$] which depends on a random parameter vector $\Theta \in \Theta$ ($\Theta$ is an admissible set of parameters), we obtained a set of partial solutions $Q = \{Q^{(1)}, \ldots, Q^{(L)}\}$, where $Q^{(l)}$ is the $l$th version of the clustering which contains $M^{(l)}$ clusters.

We use $H(\Theta_l)$ to denote an $N \times N$ binary matrix $H(\Theta_l) = \{H_{i,j}(\Theta_l)\}$, where for the $l$th group is introduced as

$$H_{i,j}(\Theta_l) = \begin{cases} 0 & \text{if objects are grouped into the same cluster;} \\ 1 & \text{otherwise.} \end{cases}$$

After the construction of $L$ partial solutions, it is possible to form a consistent matrix of differences

$$H = \{H_{i,j}\}, \quad H_{i,j} = \frac{1}{L} \sum_{l=1}^{L} H_{i,j}(\Theta_l),$$

where $i, j = 1, \ldots, N$. The quantity $H_{i,j}$ equals the frequency of classification of $x_i$ and $x_j$ into different groups in the set of groups $Q$. A value of this quantity close to zero implies that these objects have a great chance of falling into the same group. A value of this quantity close to unity indicates that the chance of falling in the same group is negligible for these objects.

In our case, $\mu = \text{CCA}(m, T, \tau)$, where the number of partitions $m \in \{m_{\text{min}}, m_{\text{min}} + 1, \ldots, m_{\text{min}} + L\}$, and the objects of classification will be representatives of the connectedness components $Y(G_1), \ldots, Y(G_S)$.

After calculating the consistent matrix of differences, to obtain a collective solution, we apply the standard agglomerative method of dendrogram construction which uses pairwise distances between objects as input data [14]. The distances between the groups will be determined in accordance with the principle of mean connection, i.e., as the arithmetic mean of the pairwise distances between the objects included in the groups. The grouping process continues until the distance between the closest groups exceeds the specified threshold value $T_d$ belonging to the interval $[0, 1]$. This method highlights the hierarchical structure of the clusters, which simplifies the interpretation of the results.

### 3. THEORETICAL BASIS OF THE METHOD

To investigate the properties of the proposed method of forming a collective solution, we consider a probabilistic model.

Suppose that there is a hidden (directly unobservable) variable $U$ which specifies the classification of each object into some of $M$ classes (clusters). We consider the following probabilistic model of data generation. Suppose that each class has a specific law of conditional distribution $p(x \mid U = i) = p_i(x)$, where $x \in \mathbb{R}^d$ and $i = 1, \ldots, M$. For each object we determine the class into which it falls in accordance with the a priori probabilities $P_i = P(U = i) (i = 1, \ldots, M)$, where $\sum_{i=1}^{M} P_i = 1$. Then, the observed value of $x$ is calculated in accordance with the distribution $p_i(x)$. This procedure is performed independently for each object, and the result is a random sample of objects.
Suppose that set of objects is partitioned into $M$ subsets using a certain cluster analysis algorithm $\mu$. Since the numbering of the clusters is not important, it is more convenient to consider the equivalence relation, i.e., to indicate whether the algorithm $\mu$ places each pair of objects in the same class or in different classes. We consider a random pair $a, b$ of different objects and define the quantity

$$h_{\mu, a, b} = \begin{cases} 0 & \text{if objects are placed in the same class;} \\ 1 & \text{otherwise.} \end{cases}$$

Let $P_U = P(U(a) \neq U(b))$ be the probability that the objects belong to different classes. The probability of the error that can be made by the algorithm $\mu$ in the classification of $a$ and $b$ will be denoted by $P_{\text{err}, \mu}$, where

$$P_{\text{err}, \mu} = \begin{cases} P_U & \text{if } h_{\mu, a, b} = 0, \\ 1 - P_U, & \text{if } h_{\mu, a, b} = 1. \end{cases}$$

It is easy to see that

$$P_{\text{err}, \mu} = P_U + (1 - 2P_U)h_{\mu, a, b}. \quad (1)$$

Suppose the algorithm $\mu$ depends on the random parameter vector $\Theta \in \Theta$: $\mu = \mu(\Theta)$. To emphasize the dependence of the algorithm results on the parameter $\Theta$, from now we will denote $h_{\mu(\Theta), a, b} = h(\Theta)$ and $P_{\text{err}, \mu(\Theta)} = P_{\text{err}}(\Theta)$.

Suppose that a set of solutions $\theta_1, \ldots, \theta_L$ was obtained as a result of $L$-fold application of the algorithm $\mu$ with random and independently selected parameters $h(\theta_1), \ldots, h(\theta_L)$. For the sake of definiteness, we assume that $L$ is odd. The function

$$H(h(\theta_1), \ldots, h(\theta_L)) = \begin{cases} 0 & \text{if } \frac{1}{L} \sum_{l=1}^{L} h(\theta_l) < \frac{1}{2}; \\ 1 & \text{otherwise} \end{cases}$$

will be called the collective (ensemble) solution. It is necessary to investigate the behavior of the collective solution as a function of the size of the ensemble $L$. Note that each individual algorithm can also be regarded as a degenerate case of the ensemble with $L = 1$.

**Proposition 1.** The initial moment of the $k$th order for the error probability of the algorithm $\mu(\Theta)$ equals

$$\nu_k = (1 - P_h)P_U^k + P_h(1 - P_U)^k,$$

where $P_h = P(h(\Theta) = 1)$.

**Proof.** The validity of the expression follows from the fact that

$$\nu_k = E_\Theta P_{\text{err}}^k(\Theta) = E_\Theta (P_U + (1 - 2P_U)h(\Theta))^k = E_\Theta \sum_{m=0}^{k} C_k^m P_U^m (1 - 2P_U)^{k-m} h_k^{k-m}(\Theta)$$

$$= \sum_{m=0}^{k} C_k^m P_U^m (1 - 2P_U)^{k-m} E_\Theta h_k^{k-m}(\Theta).$$

Since $E_\Theta h^q(\Theta) = E_\Theta h(\Theta) = P_h$ for $q > 0$, we obtain

$$\nu_k = P_U^k + \sum_{m=1}^{k} C_k^m P_U^m (1 - 2P_U)^{k-m} P_h = P_U^k - P_h P_U^k + P_h \sum_{m=0}^{k} C_k^m P_U^m (1 - 2P_U)^{k-m}$$

$$= P_U^k - P_h P_U^k + P_h (P_U + 1 - 2P_U)^k = P_U^k - P_h P_U^k + P_h (1 - P_U)^k = (1 - P_h)P_U^k + P_h (1 - P_U)^k,$$

which was to be proved.

**Corollary 1.** The mathematical expectation and variance of the error probability for the algorithm $\mu(\Theta)$ are equal, respectively, to

$$E_\Theta P_{\text{err}}(\Theta) = P_U + (1 - 2P_U)P_h, \quad \text{Var}_\Theta P_{\text{err}}(\Theta) = (1 - 2P_U)^2 P_h(1 - P_h).$$

**Proof.** Validity of the expression for the mathematical expectation follows from the proved proposition for the moment $\nu_1$ and directly from (1). Let us consider the expression for the variance. According to the definition

$$\text{Var}_\Theta P_{\text{err}}(\Theta) = \nu_2 - \nu_1^2.$$

Hence,

$$\text{Var}_\Theta P_{\text{err}}(\Theta) = (1 - P_h)P_U^2 + P_h(1 - P_U)^2 - (P_U + (1 - 2P_U)P_h)^2.$$
After transformations, we obtain

$$\text{Var}_\Theta P_{err}(\Theta) = (1 - 2P_U)^2P_h(1 - P_h),$$

which was to be proved.

We denote by $P_{err}(\Theta_1, \ldots, \Theta_L)$ a random function whose equals the probability of the error that can be made by the ensemble algorithm in the classification of $a$ and $b$. Here $\Theta_1, \ldots, \Theta_L$ are independent statistical copies of the random vector $\Theta$. Consider the behavior of the error probability for the collective solution.

**Proposition 2.** The initial moment of the $k$th order for the error probability of the collective solution is

$$E_{\Theta_1, \ldots, \Theta_L} P_{err}^k(\Theta_1, \ldots, \Theta_L) = (1 - P_{H, L})P_U^k + P_{H, L}(1 - P_U)^k,$$

where

$$P_{H, L} = P\left(1/L \sum_{l=1}^L h(\Theta_l) \geq \frac{1}{2}\right) = \sum_{l=\lceil L/2 \rceil + 1}^L \frac{C_l^L (1 - P_h)^{L - 1}}{L!}$$

(\lfloor \cdot \rfloor denotes the integer part).

The proof of this proposition is similar to the proof of Proposition 1 [the error probability of the collective solution is determined by a formula similar to formula (1)]. Moreover, it is clear that the distribution of the number of votes given for the solution $h = 1$ is binomial: $\text{Bin}(L, P_h)$.

As in Proposition 1, it is possible to show that the mathematical expectation and variance of the error probability for the collective solutions are equal, respectively, to

$$E_{\Theta_1, \ldots, \Theta_L} P_{err}(\Theta_1, \ldots, \Theta_L) = P_U + (1 - 2P_U)P_{H, L},$$

$$\text{Var}_{\Theta_1, \ldots, \Theta_L} P_{err}(\Theta_1, \ldots, \Theta_L) = (1 - 2P_U)^2P_{H, L}(1 - P_{H, L}).$$

Let us use the following a priori information on the cluster analysis algorithm. We assume that the expected probability of misclassification $E_{\Theta} P_{err}(\Theta) < 1/2$, i.e., it is assumed that the algorithm $\mu$ performs better in the classification than the algorithm of random equiprobable choice. Corollary 1 implies that one of two variants holds: (a) $P_h > 1/2$ and $P_U > 1/2$; (b) $P_h < 1/2$ and $P_U < 1/2$. For definiteness, we consider the first case.

**Proposition 3.** If $E_{\Theta} P_{err}(\Theta) < 1/2$, and thus $P_h > 1/2$ and $P_U > 1/2$, then with increasing power (number of elements) of the ensemble, the expected probability of misclassification decreases tending in the limit to $1 - P_U$, and the variance of the error probability tends to zero.

**Proof.** The de Moivre–Laplace integral theorem implies that with increasing $L$,

$$P_{H, L} = 1 - P\left(1/L \sum_{l=1}^L h(\Theta_l) < \frac{1}{2}\right)$$

converges to

$$1 - \Phi\left(\frac{1/2 - P_h}{\sqrt{P_h(1 - P_h)/L}}\right),$$

where $\Phi(\cdot)$ is a distribution function of the standard normal law. Hence, as $L \to \infty$, the value of $P_{H, L}$ increases monotonically tending to unity. The relation

$$E_{\Theta_1, \ldots, \Theta_L} P_{err}(\Theta_1, \ldots, \Theta_L) = P_U + (1 - 2P_U)P_{H, L},$$

where $(1 - 2P_U) < 0$, and Proposition 2 implies the validity of Proposition 3.

It is obvious that in the latter case, the expected error probability also decreases with increasing power of the ensemble, tending to the quantity $P_U$, while the error variance tends to zero.

The proved proposition suggests that when the abovementioned natural conditions are satisfied, the application of the ensemble makes it possible to improve the quality of clustering.
Results of Operation of the ECCA Algorithm on Data for Irises

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$i = 1$</td>
</tr>
<tr>
<td>$</td>
<td>C^O_i</td>
</tr>
<tr>
<td>$</td>
<td>C^S_i</td>
</tr>
<tr>
<td>$</td>
<td>C^O_i \cap C^S_i</td>
</tr>
<tr>
<td>Accuracy, %</td>
<td>100</td>
</tr>
<tr>
<td>Measure of coverage, %</td>
<td>100</td>
</tr>
</tbody>
</table>

| (a) |
| Y |
| 200 |
| 100 |
| 0 |
| X |
| 200 |
| 100 |
| 0 |

| (b) |
| Y |
| 200 |
| 100 |
| 0 |
| X |
| 200 |
| 100 |
| 0 |

4. RESULTS OF EXPERIMENTAL STUDIES

In accordance with the method proposed in Sec. 2, the ECCA($m_{\text{min}}, L, T, \tau, T_d$) ensemble algorithm was developed and implemented in Java. The algorithm requires the specification of values for five parameters: $m_{\text{min}}, L, T, \tau, T_d$. Numerous experimental studies performed on simulated and real data showed that, with the use of ten elements of the ensemble, the obtained results are stable to the choice of the grid parameter $m_{\text{min}}$. The parameter $T$ has a weak effect on the clustering result. In the image processing, this parameter was chosen to be equal to 0.8 and the noise threshold $\tau \in \{0; 1\}$. The ECCA algorithm allows obtaining the hierarchical data structure. The studies show that the parameter $T_d$ specifying the depth of the hierarchy can be chosen from the set $\{0.0, 0.1, \ldots, 0.9\}$. Below we give the results of experiments performed on simulated and real data and confirming the efficiency of the proposed algorithm. The processing was carried out on a PC with a 3 GHz clock frequency.

Experiment No. 1. The well-known iris setosa data set [15] was used. The set consisted of 150 points of a four-dimensional attribute space grouped into three classes of 50 points. We denote by $|C^O_i|$ the actual number of points of the $i$th class, and by $C^O_i$ the number of points of the class $|C^S_i|$ contained in the corresponding cluster selected by the ECCA algorithm. Similarly [4], the accuracy of clustering and the measure of coverage by clusters $C^S_i$ of the classes $C^O_i$ will be determined by the formulas $|C^O_i \cap C^S_i|/|C^S_i|$ and $|C^O_i \cap C^S_i|/|C^O_i|$ respectively, where $|\cdot|$ is the cardinality of the set. Table 1 shows the values of the calculated criteria after the application of the ECCA algorithm with the parameters $m_{\text{min}} = 25$, $L = 10$, $T = 0.9$, $\tau = 0$, and $T_d = 0.7$. By these criteria, the results of the ECCA algorithm are superior to the results of the GCOD algorithm [4].

Experiment No. 2. The experiment was performed with two-dimensional data consisting of 400 points grouped into two linearly inseparable classes in the shape of banana (Fig. 1a; the original set). The model
was constructed using PRTools (The Matlab Toolbox for Pattern Recognition: http://www.prtools.org) with a parameter of 0.7. Figure 1b shows the results of the ECCA algorithm (15, 10, 0.3, and 0.8). For comparison, the initial data were processed by the DBSCAN algorithm [16]. After a lengthy configuration of its parameters, the result shown in Fig. 1b was achieved. However, the processing time was more than 100 longer than that in with ECCA.

Figure 2 shows a curve of the dependence of the number of clusters obtained by the CCA($m$, 0.8, 0) algorithm versus the parameter $m$ which determines the size of the elements of the cell structure. Figure 3 shows a curve of the clustering error versus the values of the parameters $m$ for fixed parameters $T$ and $\tau$ for the CCA algorithm (dashed curve) and $m_{\text{min}}$ for fixed parameters $T$ and $L$ for ECCA (solid curve). Here the clustering error is determined by the formula $\frac{\sum_{i=1}^{2} |C_i^{O}\setminus C_i^{S}|}{\sum_{i=1}^{2} |C_i^{O}|}$. The curves show a substantial dependence of the results of the CCA algorithm on the configurable parameter $m$ and the stability of the obtained solutions for the ECCA ensemble algorithm with variation in the parameter $m_{\text{min}}$. This stability significantly simplifies the configuration of the parameters of the ECCA algorithm.

**Experiment No. 3.** A 640 × 480 pixel color image (Fig. 4a) (http://commons.wikimedia.org/wiki/File:B-2_Spirit_4.jpg) was processed. Clustering was carried out in the RGB color space. Each cluster corresponded to a homogeneous region in the image. An ensemble of ten elements was used. None of them allows one to identify the object of interest on the original image (Fig. 4b shows six elements of ten). Figure 4c presents the result of applying the ECCA ensemble algorithm with parameters $m_{\text{min}} = 30$, $L = 10$, $T = 0.8$, $\tau = 0$, and $T_{d} = 0.9$. The processing time was 0.88 s.

**CONCLUSIONS**

A method for clustering large datasets on the basis of an ensemble of grid-based algorithms was proposed. Its theoretical substantiation is given.
The principal characteristics of the algorithm that distinguish it from other algorithms of cluster analysis are: 1) universality (the algorithm allows one to identify clusters differing in size, shape, and density in the presence of noise); 2) high performance in the clustering of a large number of objects (≈10^6) (provided that number of attributes is small (≤6), this condition is satisfied, in particular, in image analysis problems); 3) ease of parameter configuration.

The results of the experiments performed on simulated and real data confirm the high quality of the obtained solutions and their stability to changes in the configurable parameters. The possibility of obtaining a hierarchical system of the nested clusters greatly facilitates the process of interpretation of results. The high performance of the ECCA algorithm allows interactive processing of large datasets. The ECCA algorithm allows paralleling which increases its performance on multiprocessor systems.

This work was supported by the Russian Foundation for Basic Research (Grants No. 11-07-00346-a, No. 11-07-00202-a).
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